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Preface

We are very pleased to present you with the Book of Abstract of the 19th Inter-
national Conference on Information Processing and Management of Uncertainty
in Knowledge-Based Systems (IPMU 2022). The conference was held during
July 11–15, in Milan, Italy. The IPMU conference is organized every two years
with the aim of bringing together scientists working on methods for the manage-
ment of uncertainty and aggregation of information in intelligent systems. Since
1986, the IPMU conference has been providing a forum for the exchange of ideas
between theoreticians and practitioners working in these areas and related fields.

Following the IPMU tradition, the Kampé de Fériet Award for outstanding
contributions to the field of uncertainty and management of uncertainty was 
presented. Past winners of this prestigious award are Lotfi A. Zadeh (1992), Ilya
Prigogine (1994), Toshiro Terano (1996), Kenneth Arrow (1998), Richard Jeffrey
(2000), Arthur Dempster (2002), Janos Aczel (2004), Daniel Kahneman (2006),
Enric Trillas (2008), James Bezdek (2010), Michio Sugeno (2012), Vladimir N.
Vapnik (2014), Joseph Y. Halpern (2016), Glenn Shafer (2018) and Barbara
Tversky (2020). In this 2022 edition, the award was given to Tomaso Poggio
for his interdiciplinary work on human and machine intelligence and his fun-
damental research in computational neuroscience, in particular concerning the
computational analysis of vision and learning.

The program included the keynote talk of Tomaso Poggio, as recipient of the
Kampé de Feriet Award, and the keynote talks by César Hidalgo (Artificial and
Natural Intelligence Toulouse Institute, Toulouse, France), Marianne Huchard
(Laboratory of Informatics, Robotics, and Microelectronics, Montpellier, France)
and Andrzej Skowron (University of Warsaw, Poland).

To celebrate the 40th anniversary on the seminal paper on Rough Sets by Z. 
Pawlak, a panel session on rough sets was organized. The panel session witnessed
the participation and discussion of renowned researchers on rough sets, includ-
ing Salvatore Greco, Ernestina Menasalvas and Andrzej Skowron to whom we
are grateful for their contribution. The participants shared their memories and
experiences related to rough-set-based decision making, applications of rough set
approximations, rough set contributions to machine learning, emphasizing the
strong points of rough sets and the ways of using them in hybrid solutions.

The IPMU 2022 program consisted of 124 full papers, included in two volumes
of the proceedings and 28 abstract collected in the present book.

The organization of the IPMU 2022 conference was possible with the assis-
tance, dedication, and support of many people and institutions. We are par-
ticularly thankful to the organizers of special sessions. Such sessions, dedicated
to variety of topics and organized by experts, have always been a characteris-
tic feature of IPMU conferences. We gratefully acknowledge the technical co-
sponsorship of the IEEE Computational Intelligence Society and the European
Society for Fuzzy Logic and Technology (EUSFLAT).

We also acknowledge the support received from the University of Milano-
Bicocca and in particular, from the Department of Informatics, Systems and
Communications; Our very special and greatest gratitude goes to the authors



who have submitted results of their work and presented them at the conference.
Without you this conference would not take place. Thank you!

We hope that these abstracts and the related discussion at the conference
provide the readers with multiple ideas leading to numerous research activities,
significant publications, and intriguing presentations at future IPMU confer-
ences.

July 6, 2022
Milano

Stefania Boffa
Davide Ciucci

Inés Couso
Jesús Medina

Dominik Ślezak
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Solution of Fuzzy Fractional Logistic Differential
Equations with Generalized Hukuhara

Differentiability Concept

Zahra Alijani

Institute for Research and Applications of Fuzzy Modeling, University of Ostrava,
Czech Republic

zahraalijani2@gmail.com

The ordinary logistic differential equation of the logistic system

u′(t) = µu(t)[1− u(t)], t ∈ [0, T ],

u(0) = u0
(1)

where T is a real number, u0 is a given initial value and u : [0, T ] → R is
an unknown function that appears in the study of discretization methods for
differential equations. Furthermore, the application of the theory of difference
equations is increasing rapidly in various fields such as numerical analysis, con-
trol theory, financial mathematics, computer science, data science, and economy
[3, 6–8]. The fractional logistic differential equation (FLDE) has recently drawn
the attention of many scientists. Nieto in [5] has obtained the exact solution of
Caputo-Fabrizio FLDE and solved the logistic differential equation of fractional
order and non-singular kernel.
One approach to considering uncertainty in a dynamical system to predict the
behavior of imprecise real-world phenomena is the fuzzification of the corre-
sponding crisp difference equations [1, 2]. Independently of similar particular
formulations of the equation in any model, we expect that the solution accu-
rately reflects the real behavior of the system. Therefore, getting different results
through fuzzification of the unique crisp equation may seem unnatural. However,
we can consider this fact as an advantage of fuzzy mathematics due to the exis-
tence of several choices which can be examined [4].
If u0 or µ are fuzzy numbers, then the state solution of (1), u(t) is not expected
to be a deterministic function. Therefore, the corresponding system is called a
fuzzy logistic differential equation. In this study, we solve a fuzzy logistic differ-
ential equation, described by

C
0 D

β
t u(t) = µu(t)[1− u(t)], t ∈ [0, T ],

u(0) = u0
(2)

where C
0 D

β
t u(t), stands for the differential derivative of Caputo and 0 < β ≤ 1

is the order of the derivative. We consider µ to be a fixed deterministic pa-
rameter, and the initial value is a fuzzy function. We study the fuzzy logistic
differential equation using the fuzzy Caputo-Fabrizio operator under the gen-
eralized Hukuhara differentiability concept. Then, we solve the fuzzy fractional
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logistic differential equation by giving a power series. Numerical experiments
are presented to show the effectiveness of the power series method. Numerical
experiments are presented to show the effectiveness of the power series method.

Acknowledgment
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The Bandler–Kohout Product of Fuzzy
Relations with Undefined Membership Degrees

Libor Běhounek and Martina Daňková

Institute for Research and Applications of Fuzzy Modeling, University of Ostrava, 
CE IT4Innovations, 30. dubna 22, 701 03 Ostrava, Czech Republic

{Libor.Behounek|Martina.Dankova}@osu.cz

In this contribution, we introduce a generalization of the Bandler–Kohout 
fuzzy relational product, also known as the BK-product or inf-R composition 
[1], to admit undefined membership degrees in both the input and output fuzzy 
relations, and present its basic properties. The generalization provides a method 
of automated computing (e.g., in database querying) with an error value repre-
senting an undefined input degree and propagating to the output fuzzy relation. 
In the input fuzzy relations, undefined degrees may arise due to an assignment 
error, non-applicable features, division by zero, and similar failures; the appara-
tus is, however, not intended for imputation of unknown missing degrees.

We employ a representation of fuzzy sets and fuzzy relations with undefined 
membership degrees given in [2] (we call such fuzzy sets or relations partial). 
There, undefined degrees are encoded by an extra value ∗  added to the algebra 
of membership degrees L, and the algebraic operations on L are extended to 
L∗ = L ∪ {∗}. The apparatus of partial fuzzy relations has already been used in 
several applications, e.g., [4,5].

The following definition o f t he B K-product f or p artial f uzzy r elations uses 
a specific combination of the extended operations to ensure that the domain of 
definition of the BK-product is the relational composition of the domains of the 
input fuzzy relations:

(R ◁ S)xz =
∧

S
y∈U

(Rxy →B Syz),

where U is a universe of discourse and
∧

S, →B are the following extensions of
the lattice infimum

∧
and a fuzzy implication → on L, respectively, to L∗:

– Bochvar fuzzy implication: α →B β =
{

α → β if α, β ≠ ∗,
∗ otherwise.

– Sobociński infimum:
∧

S
i∈I

αi =


∧
i∈I

αi ̸=∗

αi if αi ̸= ∗ for some i ∈ I,

∗ otherwise.

Consider the following order on L∗: α ≤sub β iff α ≤ β in L or α = ∗; and
define A ⊆sub B iff Ax ≤sub Bx for all x ∈ U . Then, based on the properties
of the extended operations, we can prove several basic properties of the partial
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inf-R composition, including, e.g., the antitony of ◁ in the first argument, which
takes the following form:

if R1 ⊆sub R2, then R2 ◁ S ⊆sub R1 ◁ S.

Following the line of our previous work on sup-T composition of partial fuzzy
relations [3], we can automatically transfer the properties of ◁ to several re-
lated operations, such as the BK-image, BK-preimage, and graded inclusion.
The transfer of the properties to the (lower-dimensional) related notions is en-
sured by a technical trick introduced in [3] that represents lower-dimensional
input arguments (i.e., membership degrees from L∗ and partial fuzzy sets) by
suitable partial fuzzy relations. The properties of ◁ then apply as well to the
related notions; e.g., the BK-preimage of a partial fuzzy set A under a partial
fuzzy relation R is defined as

(R←◁ A)x =
∧

S
y∈U

(Rxy →B Ay),

and from the antitony of ◁, it follows that

if R1 ⊆sub R2, then R2
←◁ A ⊆sub R1

←◁ A.

The properties of the related notions thus obtained as simple corollaries of
the basic properties of the sup-T and inf-R compositions cover a large part of
the theory of partial fuzzy relations. Additionally, they provide a simple calculus
useful for solving problems in fields dealing with partial fuzzy relations such as
approximate reasoning, knowledge representation, or fuzzy relational equations.

Acknowledgement
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Soft Computing to Aid Biologists Recognize Material 

Components in Food Products   

Gloria Bordogna, 1 Luca Braglia2, Luca Frigerio1, Floriana Gavazzi2, Silvia Gianì2, 

Laura Morello2, Anna Rampini1, and Diego Breviario2 

1 CNR - IREA, Milano, Italy 
2 CNR – IBBA, Milano, Italy 
name.surname@cnr.it 

An original decision support Web service is described, designed to aid biologists in 

identifying the animal and plant species of materials present in food products, based 

on the automatic analysis of their DNA barcodes. The service allows to speed up a 

rather burden and meticulous task of biologists as well as standardizing the recogni-

tion so as to increase their confidence on the results which aim to authenticate the 

quality of food products. The PCR-based DNA barcoding method, named tubulin-

based polymorphism (TBP) [1] can assign specific genomic finger printings to any 

plant or/and animal species and crop varieties. This fingerprint, or DNA barcode, does 

not depend on DNA sequencing as the classical DNA barcoding strategy, and is also 

effective in the rapid recognition of the different species present in a mixture. Each 

specific DNA barcode consists in a profile of characteristics amplified DNA frag-

ments, corresponding to discrete fluorescence peaks after separation by capillary elec-

trophoresis. Nevertheless, the TBP analysis is subjective to several variabilities de-

pending on the conditions of the experiments and preparation of the sample that may 

affect the output so that some fuzziness in peak resolution (number of peaks, position 

and height)  may appear. This may compromise effective species and varieties authen-

tication. In animals this may hinder some race recognition. These are the reasons why 

an automatic and flexible approach was needed both to be able to cope with such 

variabilities and to speed up the recognition. The automatic recognition algorithm has 

been defined based on a soft computing approach that flexibly compares the DNA 

barcode extracted by applying the TBP method to the food sample with the DNA 

barcodes of M representative elements of animal and plant species or varieties, previ-

ously selected and stored in a database by the aid of the Web service functionalities. 

M is chosen as a multiple of the number of species or varieties so that each species or 

variety can have an adequate number of representative elements in the database to 

provide, as far as possible, a coverage of all inter-species or intra-variety variations. 

The recognition algorithm is conceived as a time series multinomial regression. Alt-

hough deep learning methods, specifically RNNs and LSTMs, offer a way of pro-

cessing time series more consistent than traditional models, nevertheless, we could 

not apply them due to their need of  large amounts of training data, which in our case 

were limited to a maximum of few samples for each species and variety. Our solution 

was defined based on a  kNN algorithm which is particularly effective when classes 

are characterized by variabilities, like in our case study. For our task we used a modi-
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fied instance based representation of the DNA barcodes which were cleansed from 

background noise, compressed and normalized to make them comparable by means of 

functions flexibly tuned by using a graphic user interface. As far as the distance a 

number of options were tested including Dynamic Time Warping (DTW) which is 

considered the most effective to compare time series with different length and shifted 

along the time dimension as it occurs in our case. Nevertheless, DTW is costly in 

terms of time, its time complexity is O(x*y), where x and y are the lengths of the two 

DNA barcodes. Thus, for our specific task, we defined a more efficient parametric 

fuzzy similarity measure (PFS) based on a fuzzy inclusion, with a lower time com-

plexity O(x*log(x) + y*log(y)), which demonstrated an equal or greatest effectiveness 

then DTW in the evaluation. A fuzzy inclusion was chosen because a food product 

can be mixture of animal and plant components, whose approximate number C is 

generally known: thus, the DNA barcode of a food sample can include approximately 

C different DNA barcodes of species or varieties.  Besides that, the  PFS function can 

be flexibly tuned by specifying N, the desired maximum number of DNA barcodes’ 

peaks to consider, and the value p of the p_norm distance used to compare pairs of 

peaks. The N smallest p-norm distance values between any pair of peaks are com-

bined to compute the fuzzy inclusion of any single DNA barcode of a representative 

element in the database within that of the unknown sample. The C species or varieties 

to which the Kst most similar representatives belong are recognized as compounds of 

the food product. The Web service (https://lab.s3qr.it/), implemented in node.js with a 

noSQL database MongoDB, presents several functionalities that the biologist can 

select to normalize a DNA barcode; to create a new database of DNA barcodes repre-

sentative of a set of species, and finally to classify DNA barcodes of unknown sam-

ples. The algorithm was evaluated using accuracy metrics on two distinct datasets: a 

dataset of 380 meat samples classified into 12 different animal species, which report-

ed an average accuracy of 0.86, and a dataset of 240 hazelnuts samples, belonging to 

13 different varieties of hazelnuts, which reported a lower average accuracy equal to 

0.75, mainly due to the fact that some varieties had only one representative in the 

database. These evaluation of the tool encouraged its engineering for possible use in 

an operative context of smart food products quality assessment. 
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Fuzzy Similarity of Property Graphs

Arnaud Castelltort, Anne Laurent, and Maman Sani Aboubacar

LIRMM, Univ Montpellier, CNRS, Montpellier, France
{firstname.lastname}@lirmm.fr

https://www.lirmm.fr

1 Preliminary Notions

Property graphs have emerged during the last decade and allow to represent 
concepts and the relationship between concepts.

In our work, we study how to compare two property graphs and we investigate 
the main future works to use fuzzy similarities in such a context.

A property graph PG is defined as [1]:

– a set of nodes provided with labels and (key, values) properties, and
– relationships between the nodes that are directed and that are provided with

a type and (key, values) properties.

It is important to highlight that there exists a difference between labels, types
and properties. Figure 1 illustrates the concept of a labeled property graph.

Fig. 1. A labeled property Graph
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2 Towards Fuzzy Comparison of Property Graphs

Computing graph similarity is a common operation. Many approaches have been
proposed in the literature for similarity searching, from structured, non struc-
tured and also graphs and knowledge graphs [4, 5, 7].

However, the proposed approaches do not take into account the graph prop-
erties. For this purpose, we propose a similarity measure taking into account
the structure of the graph and also the information related to the entities of
the graph, i.e the nodes and their properties as well as the relations and their
properties.

For computing the similarity SIM(PG1, PG2) between two property graphs
PG1 with ni nodes and PG2 with nj nodes, we aggregate diverse measures:
– Structural comparison dedicated to the keys of the properties of nodes SIMK

and relationships SIMR;
– Semantic comparison dedicated to values of properties of nodes SIMV ,

that can also be enriched by using an external ontology SIMO.

In our current work, we investigate how fuzzy similarities can be considered
in such a context. Fuzzy similarities have been studied for many years [2, 3],
including fuzzy similarities for graphs [6]. Our main research topics are thus
concentrated on the main specificities of property graphs compared to graphs:
– fuzzy similarity of (key : values) properties to consider the similarity of

concepts (e.g. sex and gender in Fig. 1) by using background knowledge;
– choice of aggregation operator, should it be a t-norm, t-conorm or OWA [8];
– consideration of fuzzy property graphs, where nodes and relationships are

provided with fuzzy properties that must be taken into account. It is for
instance the case when relationships are provided with a degree, or when
values are fuzzy (e.g., age is “young" in Fig. 1).
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1 Link Between Design Level and Simulation Level

Based on the dramatic experiences that have faced France and Lebanon such
as the Beirut explosion in 2020 and Paris attack in 2015, the response phase
challenges are related to information, communication, resources and coordina-
tion. The operational management of crisis situations requires the mobilization
and rapid coordination of the various emergency services. Unfortunately, this
interdepartmental coordination is a very delicate exercise due to the diversity of
actors intervening on the ground and the heterogeneity of the different organi-
zations. In addition, actors can work in a specific and aggressive environment,
so certain factors can affect or restrict their work. Our work is divided into two
levels: the design level and the simulation level.

1.1 Design Level

It is essential to analyze the emergency plan to improve the response. The exist-
ing emergency plans are available in text form defining the actors involved and
their roles. In this level, we use BPMN standard [4] in our functional modeling
which represents the relationship between the different activities as interactions
between them. This relationship can be external and then represents the rela-
tionship between the emergency services (resources). Resource allocation is also
present where each process represents the activities to be performed by a spe-
cific service. Functional modeling allows us to represent each service separately.
Based on previous experiences, unforeseen events can disrupt the actors tasks
on site. In this context, we propose a new FMECA [1] approach by adding levels
and durations to causes and effects. This dysfunctional modelling allows us to
identify the sources of uncertainty that can occur on each activity of the BPMN
process. Each activity is represented as a box in SADT [6] that transforms input
elements into output elements by taking some limits into account. In addition, it
represents which service performs it. In this context, we represented three levels
of causes and three levels of consequences in an event tree by adding to each
event a duration. The functional and dysfunctional modelling allowed us to see
the indicators of each activity in order to analyse its vulnerability.
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1.2 Simulation Level

Our terrorist attack scenario is represented in a MAS [5] and simulated in differ-
ent architectures that we propose in order to compare the behaviours of agents
in each of them. This level demonstrates the level of autonomy that can be given
to an operational agent. In planning and scheduling [2, 3], we develop algorithms
to allow each agent to choose the appropriate standard plan and insert it into
its local plan. The approach chosen for each agent to generate and execute its
plan is based on the dysfunctional analysis of the design level.
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Department of Mathematics. University of Cádiz. Spain

{mariaeugenia.cornejo,david.lobo,jesus.medina}@uca.es

In this work, we present a method to solve a general optimization problem
constrained by a fuzzy relation equation, under the requirement of having a mixed
monotonic objective function, that is, the objective function is order-preserving in
some arguments and order-reversing in the remaining arguments. In particular,
the developed procedure can be applied to any linear optimization problem
subject to a fuzzy relation equation. The underlying idea of the method consists of
defining an equivalent optimization problem subject to a bipolar fuzzy relation
equation with an order-preserving objective function. As a result, the solutions of
the original optimization problem can be computed from the extremal solutions of
the bipolar fuzzy relation equation constraint. To this aim, we can make use of
some previous works which provide the solution set of a bipolar fuzzy relation
equation [1–4].

One of the highlights of the presented approach relies on the fact that the
solutions of the optimization problem are analytically described, unlike other
existing studies which only provide approximations of such solutions [5–7].
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Numerous decision criteria and objectives cannot be clearly incorporated in the com-

puter model formulation of most 'real world' decision-making and/or optimization is-

sues; alternatively, if included, they may raise the complexity of such models to the 

point that they cannot be solved correctly. Final decisions are frequently made based 

not just on simulated objectives, but also on the aims, biases, and preferences of the 

decision makers [1]. 

Many mathematical optimization algorithms are committed to determining sets of 

non-inferior solutions to multi-objective formulations or, in the best case, single opti-

mum solutions to single-objective issues [2]. In any scenario, it's important to remem-

ber that we're trying to find the best answer for the model. 

Considering the existence of unmodeled (or difficult to model) goals and parameters, 

non-conventional solving methodologies are required to not only search the decision 

space for optimum solutions, but also to explore the decision area for high-quality al-

ternatives. Such solutions may be sub-optimal from the model's standpoint, but they are 

helpful from other perspectives. 

Hence, metaheuristics' role as solution generators becomes important in two ways: 

first, because several runs (or a single run in the case of population-based techniques) 

allow for the generation of a set of potentially good solutions, and second, if a reference 

solution is available, a new optimization problem can be set up to generate solutions 

with similar quality but maximally different structure. 

The goal of this contribution is to explore how metaheuristics may be used to come 

up with solutions in a simple problem-solving framework. We look at the problem of 

tourist trip planning that entails two key elements: the selection of points of interest that 

are appropriate for the tourist's likes, and the design of itineraries to visit these points 

(all or a subset of them). 

To solve the tourist trip design problem with time-dependent scores (TTDP-TDS), 

we start with a collection of N POIs. Each node 𝑖 ∈  𝑁 has an associated interest or 

score, as well as numerous recommendation factors that weight the interest based on 

the time of visit. However, because there is a maximum allowed time, not all nodes in 

the set can be visited. This problem is solved using a crossover-less evolutionary algo-

rithm (EA).  A GRASP-like procedure is used to generate members of the initial popu-

lation. Setting randomly an initial POI, a list of potential POIs is created, and a random 
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element from the list is picked and added to the solution. The procedure is repeated if 

the time limit is not exceeded. Each generation, K parents are picked by roulette wheel 

selection from the present population and merged into an intermediate population. A 

child solution is produced from each parent using one of the numerous mutation oper-

ators available. The new solution is integrated into the intermediate population if it is 

feasible and better than the parent. Finally, the intermediate population is sorted, with 

the best elements chosen to replace the original population. We will apply the Jaccard's 

similarity coefficient to measure how similar two solutions A, B (seen as two sets of 

POIs) are to identify the relationship between interest and solution diversity. The solu-

tions are highly efficient in terms of decreasing travel time while enhancing visit time. 

The results clearly emphasize the importance of having a variety of alternatives to select 

from rather than focusing all the efforts on finding the best one. 

As further work, we will explore the Modeling to Generate Alternative Approach 

(MGA) to produce a set of alternative solutions to our problem. This approach was 

successfully used in [3,4] to generate a quit diverse set of solutions for the perishable 

food distribution problem. while also connecting the analysis of the set of solutions 

with multicriteria decision-making approaches. 
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Fuzzy integrals are a well-known type of aggregation functions since they
are able to consider and model the possible interaction between data. Examples
of these are Choquet [1] and Sugeno integrals [2] and its generalizations [3, 4],
which have had important advances in fuzzy rule based classification systems,
brain-computer interfaces, multi-criteria decision making, image processing, con-
volutional neural networks or community detection.

Until now different approaches of the discrete fuzzy integrals have been in-
troduced for fusing different information structures, such as Choquet integral
for intervals, with respect to admissible orders [5] and with respect to admis-
sible permutations. However, since the Fuzzy integrals are defined for punctual
or interval-valued entries, they can not be used as the aggregation operator ad-
mitting n-dimensional vector inputs, as required, for example, for aggregating
vectors in recurrent neural networks models.

To do so, in this work we present the vectorial extensions of Fuzzy integrals:
n-dimensional extensions of the discrete Choquet-like and Sugeno integrals, such
that the inputs are n-dimensional vectors, and recovering an n-dimensional vec-
tor as output. For both cases, the main definition and the different construction
methods are presented and after the main properties of both vectorial extensions
are studied.

Finally, as an application of the introduced theory, we use it in different re-
current neural networks units-based models [6]. These recurrent neural networks
are modified in their respective information fusion process in order to take into
account the possible coalition between data, so the introduced vectorial exten-
sions of fuzzy integrals are used for it.

To check out the performance of this modification, we have tested it in or-
der to solve text classification/sentiment analysis related problems. Results are
compared with standard fusion method and also with an order statistic, like the
maximum function. We show, validated by statistical analysis, that in most cases
vectorial extension fuzzy integral-based models outperform standard ones.
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The use of the hidden Markov chain model for image classification has known
a considerable success. The interest of Markovian modeling of images is the
consideration of the contextual information. The idea behind this abstract is to
elaborate a new model for the estimation of the parameters of a Markov chain
based on Parzen-Rosenblatt window density estimation. The Hidden Markov
Chain has a great reputation in multiple fields especially in the field of signal
and image processing. They are used like regularisation tool that allows making
decisions from a set of data sample while bypassing the problems of complexity
of the prohibitive calculation. Such success is due essentially to the existence of
multiple techniques and methods associated to, which enable to make different
estimation’s operations in reasonable time, even if the data sample is enough
huge.

Markov’s models are well adapted to these problems in reasons of existence
sampling algorithms and iterative estimation. In particular, the hidden Markov
chains offer quick estimation methods and segmentation using forward-backward
recurrence[2], possible thanks to Markovianity of the posterior rule.

Indeed, the posterior distribution of the hidden process can be seen as the
fusion of information a priori and observation.
Image classification is among the most important problems in imagery. The
development of HMC allowed bypassing rigorously the problems related to pro-
hibitive calculation time due to the important number of pixels in an image.
The advantage of those methods is the ability to make a local decision from the
all available information in the image. The success of such methods is due to
their aptitude to produce good results sometimes exceed human eyes even the
presence of noise in the image.

In this abstract, a new classification multi-modal approach which highlights
missing, uncertain and imprecise data through the evidence theory and takes into
account spatial information through the HMC is shown. From related works we
can take a note that an interesting link has been established between HMC and
Parzen-Rosenblatt window density by estimating parameter [1],[3],[4].

So,the purpose is to ameliorate the classification process. This approach is
base on the data modeling by the Hidden Markov Chains, they allow to take
into account the spatial information and offer an estimation methods and quick
segmentation tools using forward-backward recurrences. The approach consists
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on four steps. The first correspond to initialisation the HMC parameters (λ0), the
second step consist on new parameters estimation using an stochastic evidential
version(noise density estimation with evidence theory). In the third step, we
compute the posteriori marginal probability. The last step allow to make decision
by MPM technique for the determination of the decision(labels). It should be
noted that we need to transform the bi-dimensional set of pixels into a mono-
dimensional set. So, to vectorize the images we need a tool to make it, such as
Hilbert-Peano transformation [5].

The priliminary findings prove that this approch can be considered as a
novel classification method applicable to images multispectral analysis based on
hidden Markov chains and Parzen-Rosenblatt window, in order to exploit data
for better decision-making.
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Data mining challenges are getting continually growing attention among the
data science community. Challenge platforms, such as Kaggle3, attract thousands
of machine learning community members to participate in challenges aiming at
solving real-world data science problems. Such challenges not only address spe-
ci�c machine learning tasks but often facilitate more general and innovative
applications of data mining techniques and machine learning algorithms. On the
one hand, they are appealing to researchers and students for whom competi-
tive challenges can be a source of new interesting data sets and research topics.
Moreover, they can also be an attractive addition to academic courses for stu-
dents who are interested in practical applications of their knowledge. On the
other hand, setting up a public machine learning challenge related to a given
real-world task is a form of outsourcing this task to the community [6]. It can
be bene�cial to the organizers and sponsors who de�ne the challenge since it is
an inexpensive way to solve the problem that they investigate [5].

KnowledgePit is a Poland-based data mining challenge WWW platform4,
maintained and developed by QED Software5. Originally, it was a non-commer-
cial project focusing on collaboration between researchers and international con-
ferences, as well as the promotion of data science in the academic community. In
other words, it was created as a hub for students, scientists, and machine learning
experts, in which they could compete in solving real-life data science problems.
Recently, however, together with companies such as Security On-Demand [2]
or Tibco [1], we organized a number of successful challenges for our industrial
partners. Consequently, in order to provide even more value to future challenge
sponsors, we are currently extending KnowledgePit's functionalities to utilize
the XAI tools for the purpose of advanced post-challenge research, including the
analysis of the reasons of mistakes made by submitted solutions. We also believe
that such functionalities may be useful from an education perspective, whereby
KnowledgePit can be considered as a platform for assessing and improving the
data science competencies at universities, as well as in companies.

The diagnostics of mistakes made by the challenge participants, as well as in-
vestigation of similarities between their submitted models [3], is possible thanks

3 Kaggle, https://www.kaggle.com
4 KnowledgePit, https://knowledgepit.ai/
5 QED Software, https://qed.pl/
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to the outcomes of one of our R&D projects, called BrightBox. Therein, a di-
agnosed model is approximated by rough-set-based surrogate models, taking a
form of ensembles of decision reducts [4]. Then, the BrightBox algorithms ana-
lyze particular data cases by means of their neighborhoods � other data cases
that are classi�ed similarly by the generated reducts (i.e.: objects which support
the same decision rules induced by reducts). For example, if a mistake observed
for a given object often repeats also within its neighborhood, then we can con-
clude that the diagnosed model was not trained correctly for such objects from
the very beginning. As another example, if the neighborhood is almost empty
(i.e.: the corresponding diagnosed object seems to be classi�ed by completely
di�erent rules than objects observed so far), then we can conclude that this is a
relatively new situation for which the model has not been prepared.
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In the field o f c lustering, one o f t he r emaining open p roblems c oncerns the 
description and quantification of c luster-membership uncertainty. A  large num-
ber of clustering algorithms are proposed by incorporating fuzzy sets, possibility 
theory, and rough sets to characterize the uncertainty of cluster membership. Re-
cently, evidential clustering [1, 2] has been developed as a promising clustering 
framework, which uses Dempster-Shafer (DS) belief function theory as an un-
certainty model. The defined evidential partition g eneralizes t hose hard, fuzzy, 
possibilistic and rough partition. A survey on evidential clustering algorithms 
can be found in [3]. Although these evidential clustering algorithms can well 
model the cluster-membership uncertainty, the resulting cluster assignments are 
difficult to understand in terms of human cognition, which limits their applica-
tions in security, privacy or ethic related fields.

In this study, the unsupervised decision tree model is introduced into the 
evidential clustering framework to improve the interpretability of the evidential 
partition. A Decision Tree-based EVidential CLUStering (DT-EVCLUS) al-
gorithm is proposed to build an evidential clustering decision tree, which uses a 
path from root to leaf node to achieve the interpretability of each cluster. The 
proposed algorithm is composed of three main modules, i.e., evidential partition, 
cutting points evaluation, and cluster merging, in which the first two modules 
are carried out repeatedly to build an initial unsupervised decision tree and the 
final module is designed to combine similar leaf nodes to form the final compact 
clustering model if the number of clusters are available. The proposed algorithm 
can work in the situation whether the number of clusters is known or not. It can 
optimize an internal clustering validation index called silhouette metric, which 
considers both intra-cluster distance and inter-cluster distance to automatically 
determine the suitable number of clusters. Both synthetic and real data sets 
are used to evaluate the performance of the proposed algorithm, and the ex-
perimental results demonstrate the good performance of the proposal compared 
with some representative decision tree-based clustering algorithms and evidential 
clustering algorithms.
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Machine learning has achieved spectacular results in various �elds, ranging
from biology, e.g. AlphaFold2 model for protein third-order structure predic-
tion [3], through computer vision, e.g. skin cancer cells classi�cation [1], to NLP
sentiment analysis [6]. However, models of this quality would not be possible
without an access to labels for training cases, and the work of human annota-
tors needed to acquire them. Active learning focuses on reducing human labor
by interactively asking annotators for labels of samples that are expected to
bring the biggest improvement to the generalization performance of the model,
and therefore, obtain a better quality of the model with a limited labeling bud-
get [2]. Active learning is also the core idea behind Label in the Loop (LITL) �
the research project conducted by QED Software with the aim of assisting and
assessing subject matter experts involved in the annotation processes.

One aspect of active learning is selecting samples (objects, cases, data items)
to be presented to annotators. The sample selection (or sampling, in other words)
can be perceived as a decision making process. It can be driven by a number of
heuristic laws referring to characteristics of both, samples and experts. One of
such laws states that the most informative samples are those for which the cur-
rent model (being continuously trained) is most uncertain. In the literature, the
uncertainty of a model's output is usually expressed by means of Shannon en-
tropy or other model-agnostic measures which reach the maximum value for the
discrete uniform distribution of decision class probabilities [5]. This approach is
designed to work well for balanced machine learning tasks [4]. However, models
created for imbalanced problems are often evaluated using prior-sensitive met-
rics, such as balanced accuracy. They are optimized to return the prior (rather
than uniform) distribution as a prediction in the case of the highest uncertainty.
This causes a kind of incompatibility which needs to be addressed.

We propose to consider prior-sensitive uncertainty measures which utilize the
knowledge about the decision class distribution of available samples. We show
that a simple rescaling trick can be used to shift the maximum of typical mea-
sures to any given prior. Moreover, we introduce a new family of uncertainty
measures that have some appealing properties. On the one hand, the considered
measures are prior-sensitive, and on the other hand, they prioritize selecting
samples near the decision border but not exactly from the border as the uncer-
tainty of such samples often includes a signi�cant aleatoric (and thus irreducible)
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factor. We argue that such measures are better-suited for active learning tasks
when the prediction model is being optimized for a prior-sensitive quality met-
ric, and we demonstrate experimental results on several data sets con�rming our
claims. Finally, we show how to take advantage of our research outcomes in the
technology developed within the aforementioned LITL project.
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Measurements in the ideal case, when there are no outliers. Many
measuring instruments measure several quantities at the same time. For example,
a meteostation measures temperature, humidity, wind speed, etc.

Let d denote the number of measured quantities, and let x = (x1, . . . , xd)
denote the actual values of the measured quantities. Measurements are never
absolutely accurate, so the measurement result xj = (xj1, . . . , xjd) is, in general,
different from the actual values x: there is a non-zero difference xj − x, which is
known as the measurement error. Usually, we have some information about the
possible values of the measurement error. For example, we may know the upper
bound ∆i on the absolute value of each component xji − xi of the measurement
error. In this case, xj − x ∈ [−∆1, ∆1] × . . . × [−∆d, ∆d]. In other cases – of

probabilistic uncertainty – we know that the expression
d∑
i=1

(xji−xi)2 ·σ−2
i does

not exceed some constant χ2
d,α. In all such cases, we know that xj − x ∈ U for

some convex set U – parallelepiped in the ∆i-case, ellipsoid in the probabilistic
case, etc.

If we measure the same (unknown) quantity n times and all n readings
x1, . . . , xn of the measuring instrument are measurement results, then from the
condition that, for each j, we have xj −x ∈ U , hence x ∈ xj −U = {xj −u : u ∈

U}, we conclude that the set of possible values of x is the intersection
n⋂
j=1

(xj−U)

of these n sets.

What if there are outliers. Measuring instruments sometimes malfunction.
As a result, in practice, for some of the readings xj , the difference xj − x is
outside the set U . Such readings can be viewed as particular case of outliers – in
addition to cases when some actual values are very different from most others.
For example, suppose that we several measure temperature with accuracy 1
degree, so that U = [−1, 1], and we get the values 24.5, 25.1, 24.9, and 35.
These cannot be all results of measuring the same quantity, since no value can
be 1-close to both 24.5 and 35. If we know that the measuring instrument is
reasonable reliable and that it can malfunction at most one out of four times,
then clearly 35 is an outlier, and the actual value of the temperature belongs to
the intersection of the sets xj−U corresponding to the remaining three reading,
i.e., to the set

[24.5− 1, 24.5 + 1] ∩ [25.1− 1, 25.1 + 1] ∩ [24.9− 1, 24.9 + 1] = [24.1, 25.5].

But what if we have many outliers? When we have fewer outliers than
correct measurements, we can usually detect which readings are outliers and
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thus, find a reasonable estimate of the actual value x. However, in many cutting-
edge measurements, we have fewer correct measurements than outliers, i.e., the
proportion ε of correct measurements is smaller than 1/2. In this case, we do
not know which readings are outliers and which are not, so we may have several
different possible estimates of x. For example, if in the above 4-readings case,
all we know is that at least one fourth of readings are correct, then the actual
temperature can be either close to 25 or close to 35 (35 if the only correct
measurement is the last one).

In such situations, methods of robust statistics – that work well when there
are few outliers – do not work, so all we can conclude is that there are several
possible values x; in principle, we can simply say that x is U -close to one of the
n readings x1, . . . , xn. But this number of readings can be huge, and processing
such a huge set can be very time-consuming. It it is therefore desirable to come
up with a set of possible values of x which has much fewer than n elements. This
is exactly what we do in this paper.

Definition. Let X = {x1, . . . , xn} be a set of points in a d-dimensional space,
and let k < n be an integer. By the set X’s (n, k)-compression, we mean a finite
set S with the following property:

– for every pair (U, x), for which U ∈ IRd is a convex set containing 0, x ∈ IRd,
and xj − x ∈ U for at least k different indices j,

– there exists en element s ∈ S for which s− x ∈ U .

Proposition. For every d, and for every δ > 0, there exists a constant cd,δ such
that for all ε, if we take k = ε · n, then for every set of n points, there exists an
(n, k)-compression with no more that cd,δ · ε−(d−0.5+δ) elements.

Proof is based on results from [1, 2].

Discussion. Good news is that the above upper bound on the number of el-
ements in a compression does not depend on n at all. We can have billions of
measurement results, but we can always compress this information into a finite
set whose size remains the same no matter what n we choose.
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One of the most studied classical optimisation problems is the Shortest Path
Problem (SPP). It is well-known that the SPP consists in finding a path be-
tween two vertices (or nodes) in a network so that the sum of its edges’ weights
is minimised. The history of SPP, together with classical algorithms and appli-
cations are reviewed in [7]. As the number of graphs and data used grows with
each new application or desired functionality, the development of new algorithms
and speedup strategies to handle SP challenges remains an active research topic.
Nonetheless, Djikstra’s shortest path algorithm [1], which uses dynamic pro-
gramming, continues to be the current standard for SPP for the case of positive
weights.

The value of the path is normally measured in terms of a single attribute
(cost, duration, time, risk, etc.) defined in each edge of the input graph. However,
in many cases, a single attribute is insufficient to define the preference between
routes. As a result, Multi-Objective Shortest Path (MOSP) problems arise, in
which various attributes are defined on the edges and thus on the paths. This
scenario leads to solution sets that can be exponentially sized relative to the input
size of the problem. A good review of MOSP models and adaptation of standard
algorithms is given by [8]. Numerous approaches involve the transformation of
the multi-objective problem into a single criterion optimisation by aggregating or
combining the different criteria. But the resulting solution to the single objective
optimization problem is usually subjective to the parameter settings chosen by
the user [6]. One of the most popular methods for solving MOSP problems is
the construction of approximate Pareto sets. In general terms, a set of Pareto
paths includes all incomparable ‘best’ paths [4].

Moreover, in traditional SPPs, there is exact information about the param-
eters of the problem such as time, costs, and risk. However, real-world environ-
ments require dealing with uncertainty and so fuzzy notions can be used. In
Fuzzy SPP, the classic costs between nodes are replaced by fuzzy numbers. De-
spite their potential, fuzzy shortest path problems have received less attention.
The fuzzy shortest path problem was first analysed by [2].

The proposed approach is based on existing techniques that can be combined.
This involves: 1) Map the fuzzy costs into crisp numbers; 2) Find an approximate
Pareto set of optimal solutions; 3) Use ranking methods to establish preferences
between the optimal solutions.
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There are different approaches to solving the SPP with fuzzy numbers, but
one commonly used approach is to use different existing methods of defuzzifi-
cation, that is, to convert the fuzzy numbers into crisp numbers with which to
solve the MOSP problem. This is, for now, the simpler faster solution to combine
the fuzzy SPP with the MOSP problem.

To solve MOSP problems, [3] proposed a generalisation of Dijkstra’s algo-
rithm with two criteria. This algorithm was generalised to any number of criteria
by [5]. Pareto sets are not always large in practice, especially if the criteria are
correlated. However, when the number of criteria grows and some are negatively
correlated, Pareto set sizes can be unpractical. For this reason, it is important
to specify some sort of order amongst the paths contained in the Pareto set. It
is proposed to do so by using ranking methods.

Ranking methods are usually studied in the field of social choice theory in
which several voters express their preferences over a set of alternatives in the
form of rankings. In this scenario, each criterion can be considered a voter, and
all the paths in the set can be ordered according to each criterion. The problem
is then how to aggregate these rankings in order to rank all the optimal paths.
The aim of this approach is to facilitate an ordered list of the best possible paths,
according to all criteria, and where the different criteria can be given more or
less weight in the voting process, based on different preferences.
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Multivariate data analysis has long been an outstanding issue where the probability 
theory plays a major role. Recently, different attempts have been made in the litera-
ture in terms of possibility theory in order to represent multivariate data. The multi-
variate possibility distribution can either be defined directly [1], by combining mar-
ginal possibility distributions with a t-norm [2][3][4], or by transforming a multivari-
ate probability into a possibility one [5][6][7][8]. In this paper we follow the latter 
way. 

Until now the transformation of multivariate probability distribution is based on 
the extension of the univariate optimal distribution, that consist in identifying the cuts 
of a probability distribution to alpha-cuts of the equivalent possibility distributions 
[9][10].  The optimal transformation is widely used in application fields where the 
probability distribution is symmetric [11]. The asymmetric case is seldom considered 
and in fact the optimal transformation does not preserve the asymmetry [12]. Thus 
previously, we proposed a new univariate probability possibility transformation called 
two-sided normalized (TSN) transformation [13][14]. In this work we propose to 
extend this new transformation to the multivariate case. 

The most natural way to extend the univariate TSN gives the following expression: 

( ) 1 ( )
, ( ) min( , )

( ) 1 ( )

n n n n
n TSN n

n n n n

F x F x
x R x

F m F m
π −∀ ∈ =

−

� �

�

� �
(1) 

with Fn the n-joint cumulative distribution and nx
�

the variable vector of n-
dimension and nm

�

the vector of the n-dimensional mode. It can be proven that this 
transformation satisfies the consistency principle of Dubois et al. [15]. 

Next the following questions are of interest: does this transformation preserve the 
shape and the asymmetry of the original probability distribution? How does the trans-
formation behave versus the specificity concept? How to define coverage regions in 
the n-dimensional case? What are the pros and cons of the optimal and two sided 
normalized transformations? 
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Fixed-point semantics is one of the most useful mechanisms for obtaining in-
formation from databases modeled by logic programs [6–9, 11–13]. In the mono-
tonic case, it is characterized through the least fixed-point of the immediate
consequence operator TP. In many fuzzy frameworks, the generalization of this
operator is given through the supremum (of a set of values). Hence, the presence
of some errors in the data (noise), can disrupt the final result. This also happens
in multi-adjoint logic programming [8, 9], which is a flexible fuzzy framework
embedding the monotonic and residuated logic programing, and fuzzy logic pro-
gramming frameworks [4, 14], among others.

The main goal of this paper is to provide a further generalization of the TP
given in multi-adjoint logic programming [8] focused on weakening the existen-
tial feature of the supremum operator and reduce the impact of imprecise data
in computations. Taking into account that standard immediate consequence op-
erator implicitly employs the existential quantifier, it can be generalized using
other generalized quantifiers, determined by their associated fuzzy measures [2,
5, 10]. This use is justified due to the fact that generalized quantifiers provide a
huge range of different intermediate quantifiers between the existential and the
universal one and consequently it is possible to consider weaker quantifiers than
the existential one. These operators have already been used in diverse frame-
works [1, 3] and in this paper we will use them for introducing the notion of

quantified immediate consequence operator T
Qµ

P .

This work will study two interesting examples of T
Qµ

P . In addition, this new
operator verifies appealing properties such as the monotonicity, which is funda-
mental for giving a fixed-point semantics in this framework and the continuity,
which is a really important feature in order to ensure that the least fixed point
(least model) is reached in a countable number of iterations.
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Since the introduction of connectives defined on finite chains, the research
community has considered them a useful and versatile tool for numerous practical
cases, mainly for aggregation of qualitative information and decision making.
The study of these operators can be reduced to the study of operators defined
on the finite chain Ln = {0, 1, ..., n} since every finite chain with n+ 1 elements
is isomorphic to Ln. Because of its nature, since both its domain and its image
are finite discrete sets, the number of operators that can be constructed is also
finite. Therefore, the cardinality of some families has aroused the interest of
researchers; mainly, some authors have dealt with the cardinality of discrete
t-norms because they are a family of discrete aggregation functions in which
the order of aggregation is invariant with respect to the order in which it is
done, thanks to the commutative and associative properties. Despite all efforts,
approaching the study from different perspectives such as finite semigroup theory
[6, 9], no closed formula for its cardinality has been found yet and only few
experimentally-computed values are known [5]. This contrasts with other families
of discrete operators, whose cardinality has been tackled too. For instance, for the
subfamily of discrete t-norms that are smooth, an expression is known (see [8]):
2n−1. Also, for discrete copulas, introduced and characterized in [7]: a bijection is
established between these operators and the group of permutations of n elements,
determining that there are n! discrete copulas on Ln. We also find in [4] that
the cardinality of discrete idempotent uninorms defined on Ln is 2n.

In this study we have tried to shed some light on this problem. First, we
study a well-known family of unary connectives such as discrete negations, de-
fined as decreasing operators N : Ln → Ln with some boundary conditions. By
applying elementary combinatorial arguments, it has been possible to determine
a closed expression for the number of discrete negations defined on Ln. Sec-
ondly, the cardinality of some binary operators has been studied. In this case,
the problem turns out to be much more complicated. To solve it, the concept
of plane partitions and some already known expressions about their cardinal-
ity have been considered [1, 10] to derive new ones for the cardinality of some
discrete connectives. Specifically, closed expressions have been obtained for:

– The number of aggregation functions, conjunctions, disjunctions, Sheffer
strokes (see [2] for more information) and implications defined on Ln.

33 IPMU 2022 BOOK OF ABSTRACTS



M. Munar et al.

– The number of commutative aggregation functions, commutative conjunc-
tions, commutative disjunctions and commutative Sheffer strokes defined on
Ln.

Finally, we have also tackled the study of the cardinality of some families of
discrete implications, obtaining a closed formula for the number of discrete im-
plications which satisfy the following additional properties (see [3] for more in-
formation about them):

– The Contrapositive Symmetry (CP) with respect to the discrete classical
negation NC(x) = n− x, for all x ∈ Ln.

– The Neutrality Principle (NP).
– The Consequent Boundary (CB).
– The Ordering Principle (OP).
– The Identity Principle (IP).
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Formal concept analysis is a mathematical tool based on lattice theory to
obtain significant information from relational databases. Specifically, formal con-
cept analysis allow us to compute concepts, which describe the relation between
a set of attributes and a set of objects, and establish a hierarchy among them,
obtaining the algebraic structure known as concept lattice. Usually, databases
contain a large amount of data and therefore, it is not useful consider the entire
context associated with the data and carry out the corresponding procedures to
form the concept lattice. Attribute implications is an alternative to obtain the
underlying information in the context, providing rules which models the dataset.

Attribute implications have been widely studied in the classical case [2, 9]
and in the fuzzy one [1, 4–6, 10]. However, the powerful advantages provided by
the multi-adjoint concept lattice framework [8] for the treatment of attributes
implications have not been fully exploited. This work complements the study
presented in [3, 7], related to attribute implications in multi-adjoint concept
lattices, focusing on the study of the validity of attribute implications in the
multi-adjoint frame and its application to digital forensic.
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A�ective computing has become a major research interest in the Human
Computer Interaction (HCI) community. Hence, there is a need to develop
methodologies for assessing user's emotional experiences while interacting with
these computer applications. In this context, physiology-based emotionally in-
telligent paradigms provide an opportunity to enhance human computer inter-
actions by continuously evoking and adapting to the user experiences in real-
time [10]. Research in this area has demonstrated the enormous prospects in de-
veloping systems equipped with the ability to assess user emotional states using
various aggregation of physiological signal absolute value such as mean, mini-
mum or maximum, power spectrum density . . . and classical machine learning
such as K-Nearest Neighbor, Linear Discriminant Analysis , Arti�cial Neural
Networks, Decision Trees. . . [12,13,6,3,9]. Nevertheless, there is a need to de-
velop more adequate models to represent the mapping of physiological patterns
to users' a�ective states for real-life emotionally intelligent applications.

To begin with, physiological signals tend to vary from participant to par-
ticipant and even within the same participant physiological signals vary from
time to time. The current methods tend to rely on some forms of normalization
using some baseline to tackle this variability. However, the correlation between
the baseline and the various emotions also vary from person to person and at
di�erent occasions for the same person. Thus, these modelling approaches can
not lead to a generalized mapping of a�ective states to physiological signals irre-
spective of the person and time. In this study, a way of extracting features that
are independent of person and time of expression of the emotion, we consider a
model based on gradual rules of the form: the more or less of A, the more or

less of B [8,4,5,11]. Speci�cally, we consider the physiological signals variation
with time during a particular a�ective state, such as: Heart Rate increases with

time during Joy more than 60% of the time or Heart Rate increases with time

during Disgust less than 40% of the time. After we extract the support for each
gradual item set, we de�ne fuzzy rules to characterize the various emotions.

Secondly, we consider a fuzzy set theory based model [14]. Emotions are
conceptual quantities with indeterminate fuzzy boundaries [2]. Therefore, it is
necessary to express in fuzzy terms the mapping of a�ective markers from phys-
iological data. In the context of continuously assessing emotions from physiolog-
ical signals, change from one emotional state to the next is gradual rather than
abrupt. Besides, the physiological data from sensors is itself imperfect, such that
it is di�cult to express the results in crisp terms [1]. Therefore, it is more nat-
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ural to formulate a fuzzy set theory based model to represent these continuous
transitions, uncertainties and imperfections. In fuzzy approach changes from one
rule to another is gradual with fuzzy values [0, 1] instead of crisp values {0, 1}
in classical machine learning approaches. Therefore, once we extract the covari-
ation of the physiological signals and time, we use the support of the gradual
item-sets as input for discretization into fuzzy rules [7]. We validate our model in
experimental study to de�ne gradual rules that characterize various physiological
features in relation to a car driver's a�ective states data.
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This study aimed to check whether the use of rule-based methods, machine
learning methods, and fuzzy rule-based methods can be used to analyze and
recognize the relationship between the volume and intensity of player training
in microcycles to identify injury risk factors in elite male footballers. Based on
existing studies, we must be aware that high loads increase injury risk, but those
substantial modifications in the training load from microcycle to microcycle are
also paid attention to. Recent literature has discussed the need to not only
quantify the load in absolute terms but also measure the quantity of change [1,
2, 4].

1 Data collection

The data were collected during one round in the professional football league,
among 25 players with an average age of 24 ±5.26 years. The data were collected
using Catapult wearable global positioning trackers [3], both during training
and match activities. The data for each microcycle is split into two subsets. In
the first one, the activities from the entire training week to the match day are
aggregated, in the second – the results from the match day. The data set used
in this research contains information about 364 events (20 injuries). For each
event, we use variables concerning speed, distance covered, and specific football
movements.

2 Methods used

Rule-based method – Expert
A rule-based system consists of if-then rules, a bunch of facts, and an inter-
preter controlling the application of the rules, given the facts. These if-then rule
statements are used to formulate the conditional statements that comprise the
complete knowledge base.
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Fuzzy rule-based methods
In this approach, a fuzzy rule-based decision system was developed. Two ap-
proaches have been used to build the decision system. In the first one, the rules
prepared by experts were used, in the second the rules were inducted on the basis
of available data. In the final stage, the two rule-based systems were combined
and optimized. The implementation was done using Simful Python library for
fuzzy logic.

Machine learning methods
As a machine learning baseline, we used the gradient boosting method ([5]). It
is a machine learning technique, which produces a prediction model in the form
of an ensemble of weak prediction models, typically decision trees. It builds
the model like other boosting methods do, but it generalizes them by allowing
optimization of an arbitrary differentiable loss function. In this approach, we
used the algorithm XGBoost.

3 Preliminary results

To check the quality of the XGBoost algorithm we applied 5×10 cross-validation
method. Additionally, due to unbalanced classes, we used SMOTE method of
oversampling. XGBoost method achieved 100% precision, 90.1% recall, and 90.7%
accuracy. F1 score is equal to 94.8%. We correctly predicted all 20 injuries, how-
ever, we predicted 34 injuries that were no injuries. We obtained comparable
results for the rule-based method.

4 Summary and further work

Our work can be expanded in many directions. We want to add variables with
the internal load that refers to the biological stressors that are imposed on the
athlete during training or competition [4]. The next step is building a system that
will analyze the deviations of the training load and propose their quantitative
correction for two weeks in the training process.
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Penalty-based aggregation functions select the best out of several possible 
aggregations for a set of values, with respect to the deviation from each aggre-
gated output and the original inputs [1, 2]. They have seen significant application 
to image downsampling tasks, where the pixel values of small disjoint regions of 
an input image are fused into single representatives, which try to preserve the 
highest possible amount of information [3, 4].

Convolutional Neural Networks (CNNs), a family of neural network models 
capable of automatically extracting the most descriptive visual features of an 
image in order to solve tasks such as classification [5] or semantic segmentation 
[6], perform a similar downsampling process on their so called “pooling layers". 
After extracting “feature images" through the convolution of a series of filters 
over an input image, disjoint windows of values are aggregated, reducing the di-
mensionality of the output features. Although this data fusion process has been 
traditionally performed using simple functions such as the arithmetic mean or 
the maximum, some alternatives have been proposed over the years: stochastic 
pooling introduces some regularization into the model by randomly choosing one 
of the input values according to a multinomial distribution [7]; Mixed Pooling 
combines the output of both maximum and mean pooling through a convex com-
bination where coefficients are learnt in different ways [8]; the previous strategy 
has been generalized by us with success to additional increasing functions, in the 
form of CombPool layers [9].

On this work, we study the suitability of penalty-based aggregation functions 
for replacing the pooling mechanism of a CNN, allowing for the reduction of 
different regions of the feature image by different, more suitable aggregations. 
Further, we introduce a new strategy in which “soft” penalty-based aggregation 
functions can be used in order to produce coefficients for each term of a convex 
combination of aggregation functions, relative to the penalty of each of those 
aggregations.
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After the introduction of the concept of fuzzy set [22], fuzzy differential equa-
tions have been proposed as a possible framework to express the features of pro-
cesses whose factors or data are subject to uncertainty (see, e.g., [10]). However,
for these models, we might find some inconveniences in the calculation of the
explicit solutions. In the literature, several approaches have been considered, and
the relation between the corresponding solutions has also been investigated.

Some perspectives include derivatives for fuzzy functions [8, 19], Zadeh’s Ex-
tension Principle (e.g., [18]), differential inclusions [9]... With respect to the
derivatives for fuzzy-valued functions, we mention H-, GH-, or gH-differentiability,
among others (see, for instance, [1–4, 21]). The particular features of the solu-
tions from this perspective have been discussed [3, 5, 11, 12, 20], and, recently,
some metric-based derivative concepts have been considered [15, 16].

The relation between the solutions from different approaches has been the
main objective of the works [6, 7, 13]. This contribution aims to explore some
of the connections between the solutions under strongly generalized derivative
and differential inclusions. The main ideas are given for interval [17] and fuzzy
cases. In [14], we explain how the change of sign in the coefficient and the type of
derivative determine the coincidence or discrepancy between these perspectives.

The solutions under both approaches do not correspond through the intro-
duction of switching points only in the derivative for just a unique equation,
thus we combine different types of derivatives and problems depending on the
sign of the coefficient. As explained in [14], this allows to establish completely
the relationship between the expression of the solution via differential inclusions
and the solution to a switching-combination of different related problems and
types of derivatives altogether. Analogous ideas are given for the fuzzy case [14].
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lutions to linear fuzzy differential equations under combination of differences. In:
Alonso, J. M., Bustince, H., Reformat, M. (eds.) Proceedings 2015 IFSA-EUSFLAT,
pp. 1382–1388. Atlantis Press, Amsterdam (2015).

6. Chalco-Cano, Y., Román-Flores, H.: Comparation between some approaches to solve
fuzzy differential equations. Fuzzy Sets Syst 160, 1517–1527 (2009).

7. Chalco-Cano, Y., Román-Flores, H.: Some remarks on fuzzy differential equations
via differential inclusions. Fuzzy Sets Syst 230, 3–20 (2013).

8. Dubois, D., Prade, H.: Towards fuzzy differential calculus: part 3, differentiation.
Fuzzy Sets Syst 8, 225–233 (1982).
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Mathematical optimization is a valuable tool for decision-making. However,
decision-making is not a straightforward task. It is in fact pervaded by uncertain-
ties from the real-world that arise in the analysis, modeling and solution stages of
any problem. This is particularly true in the area of automated decision systems
(ADS), where some form of expert-like human behavior is attributed to these
systems to carry out complex tasks involving uncertain information, several data
types, multiple conflicting objectives, and so forth.

Fuzzy optimization addresses optimization problems with uncertain and sub-
jectively defined parameters; it has become a fundamental technique for opera-
tions research, artificial intelligence and ADS. Here, we describe a lexicographic
method for solving fuzzy multi-objective linear programming (FMOLP) prob-
lems, in which the parameters and decision variables can take on fuzzy numbers.
We address the problem of finding Pareto optimal fuzzy solutions to the FMOLP
problem

min (z̃k (x̃)) =

∑
j∈J

c̃jk ⊗ x̃j

 for k ∈ K := {1, 2, . . . , p ≥ 2},

s.t.
∑
j∈J

ãij ⊗ x̃j � b̃i for i ∈ I := {1, 2, . . . ,m},

ãij , b̃i, x̃j ∈ T (R) for i ∈ I and j ∈ J := {1, 2, . . . , n},
c̃jk ∈ T (R) for j ∈ J and k ∈ K,

(1)

where x̃j (for j ∈ J) are the decision variables, and, for simplicity, only triangular
fuzzy numbers, denoted as usual by the triplet ã = (a, b, c), are considered. To
solve FMOLP problem (1), we use the fuzzy ε-constraint method introduced
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in [1] and obtain the scalarized (mono-objective) problem

min z̃

s.t. z̃ ⊕
∑

k∈K\{q}

λk × s̃+k = z̃q (x̃)⊕
∑

k∈K\{q}

λk × s̃−k ⊕ (−M, 0,M) ,

z̃k (x̃)⊕ s̃+k = ε̃k ⊕ s̃−k for k ∈ K\{q},
s̃−k � s̃

+
k , s̃
−
k ≥ 0, s̃+k ≥ 0 for k ∈ K\{q},∑

j∈J
ãij ⊗ x̃j � b̃i for i ∈ I,

z̃, s̃−k , s̃
+
k , x̃j ∈ T (R) for j ∈ J and k ∈ K\{q}.

(2)

A widespread approach to solving fuzzy mono-objective linear programming
problems, such as (2), is to transform them into conventional (non-fuzzy) ones
via linear ranking functions. However, using linear ranking functions to solve
problem (2) does not guarantee that the obtained solutions are Pareto optimal
solutions to problem (1) (see [1]). Alternatively, the following transformation of
the mono-objective case introduced in [2] uses multiple indices (ft(·), t = 1, 2, . . .)
lexicographically to compare fuzzy numbers and ensures Pareto optimality [1].

lex min (ft (z̃ (x̃)))t=1,3

s.t.− L
t−1∑
r=1

yir + εyit ≤ ft
(
b̃i

)
− ft

∑
j∈J

ãij ⊗ x̃j

 ,

ft

(
b̃i

)
− ft

∑
j∈J

ãij ⊗ x̃j

 ≤ Lyit,
yit ∈ {0, 1} for t ∈ {1, 2, 3} and i ∈ I,

x̃j ∈ T (R) for j ∈ J.

We discuss this approach in detail and present some examples to illustrate it.
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Imprecise probabilistic models [1] are used in situations that cannot be ade-
quately described with precise single probability distributions. The probabilistic 
information is therefore represented in terms of multiple models compatible with 
given partial information. The sets of probability distributions representing the 
compatible models are usually referred to as credal sets, and according to most 
models proposed in literature, they are convex, which means they are closed for 
convex linear combinations.

In finite probability spaces, credal sets are o ften induced through finite sets 
of linear constraints, consequently assuming the form of convex polyhedra, i.e., 
convex sets with a finite number o f e xtreme p oints. I n t he i mprecise settings, 
precise expectations of random variables are replaced by intervals of values cor-
responding to expectations with respect to individual models within credal sets. 
The minimal and maximal values, also called lower and upper expectations, are 
of primary interest, and they are known to be assumed in the extreme points of 
the credal sets. Identification of the extreme points (see also [4,5,7]) is therefore 
one of the key steps in the corresponding numerical analysis.

We propose a method of characterization of the extreme points based on iden-
tification o f the corresponding normal cones. In the case o f c redal s ets, normal 
cones are sets of random variables whose expectations are minimized in common 
extreme points of the credal sets. Special cases of normal cones include sets of 
so-called comonotonic random variables that are known to characterize extreme 
points corresponding to credal sets of 2-monotone lower probabilities, also called 
convex capacities (see e.g., [3]).

Our analysis additionally focuses to normal cones of credal sets corresponding 
to probability intervals [2]. Let X denote a finite set with elements x1, . . . , xn, and 
let l and u be given real valued functions on X such that 0 ≤ l(xi) ≤ u(xi) ≤ 1 
for every i ∈ {1, . . . , n}. Let

M = {p| l(xi) ≤ p(xi) ≤ u(xi) ∀i ∈ {1, . . . , n},
n∑

i=1

p(xi) = 1}

be the set of all probability mass functions lying between l and u. Then M is
the credal set of the probability interval (l, u). Moreover, the probability interval
is coherent if minp∈M p(xi) = l(xi) and maxp∈M p(xi) = u(xi) for every i ∈
{1, . . . , n}.
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We show that a minimal normal cone with respect to set inclusion corre-
sponding to an extreme point in M is of the form

N(x,A,B) = {f :X → IR| f(a) ≤ f(x) ≤ f(b) ∀a ∈ A, ∀b ∈ B}

where x ∈ X and A,B ⊆ X such that A ∪ B = X\{x}, and A and B are non-
empty and disjoint. Cones of the above form are explicitly related to the corre-
sponding extreme points. Moreover, an adjacency structure in the set of normal
cones is explored, where two cones are considered adjacent if they correspond to
adjacent extreme points. To demonstrate usefulness of this new description for
the polyhedral structure of the credal sets, some known results are derived and
improved in a novel way. Thus we estimate of the maximal number of extreme
points in the credal sets and prove that probability intervals belong to the class
of 2-monotone lower probabilities.

A full paper version of our results can be found in [6].
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Formal concept analysis was initiated by R. Wille and B. Ganter [7], [3]. The
principal subject of the study and at the same time the main tool of research in
formal concept analysis are concept lattices. The basics of the fuzzy concept anal-
ysis and the corresponding theory of fuzzy concept lattices were developed by R.
Bĕlohlávek [1]. In turn, I. Düntch and G. Gediga [2] introduced the alternative
notion of a concept lattice, now known as a property-oriented concept lattice.
Afterwards, Y.Y. Yao [8] defined an object-oriented concept lattice, which is a
certain dual to the property-oriented concept lattice. In [4], H.-L. Lai and D.
Zhang developed a unifying fuzzy version of Düntch-Gediga and Yao approaches
to concept lattices under the name concept lattices in fuzzy rough set theory. In
addition, this paper contains a deep comparative analysis between the “classic”
(that is Wille-Ganter-Bĕlohlávek) fuzzy concept lattices and concept lattices in
fuzzy rough set theory. At present, all directions of (fuzzy) concept analysis
and corresponding theories of (fuzzy) concept lattices represent a well developed
area of mathematics. Numerous applications of concept analysis and concept
lattices in practice can also be found in the literature, in particular, they have
important applications in medicine, biology, sociology, data mining, etc. How-
ever, to the best of our knowledge, most of full-fledged application are limited
to crisp versions of concept analysis. Unfortunately, we could find only fragmen-
tary applications of fuzzy concept lattices for the study of practical problems.
This remark concerns both the “classic” fuzzy concept analysis and the concept
analysis in fuzzy rough set theory. The reason for this situation, as far as we
understand, is that the exact matching of certain fuzzy subsets of objects and
corresponding fuzzy subsets of their properties (that is the basis for getting the
corresponding concept), in the case of fuzzy substances is almost impossible. (In
the talk we plan to substantiate this statement; see also our comments in this
concern in [6].) To overcome this problem we replace the notion of a fuzzy con-
cept by a more general notion of a graded fuzzy concept and on its base develop
a more flexible theory of graded fuzzy concept lattices in rough set theory. In the
sequel we sketch the principal steps in the process of realization of the graded
approach for the case of object-oriented version of fuzzy concept lattices.

As in most versions of (fuzzy) concept analysis, we start with a fuzzy context,
that is a quadruple (X,Y,R,L) where X and Y are sets, L = (L,∧,∨, ∗, 7→) is
a quantale [5] (or a residuated lattice) and R : X × Y → L is a fuzzy relation.
The sets X and Y are interpreted as universes of objects and properties (at-
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tributes) respectively and the value R(x, y) ∈ L is interpreted as the degree in
which object x has the property y. We call the elements (A,B) ∈ LX ×LY fuzzy
preconcepts in the fuzzy context (X,Y,R,L) and introduce the lattice structure
on the family P = LX × LY by setting (A,B) Z (A′, B′) = (A ∧A′, B ∨B′) and
(A,B) Y (A′, B′) = (A ∨ A′, B ∧ B′). We define derivation operators R�, R♦ :
LX → LY and R�, R� : LY → LX on the basis of lower and upper images and
preimages induced by fuzzy relation R:
R�(A)(y) =

∧
x∈X(R(x, y) 7→ A(x)), R♦(A)(y) =

∨
x∈X(R(x, y) ∗ A(x)),

R�(B)(x) =
∧

y∈Y (R(x, y) 7→ B(y)), R�(B)(x) =
∨

y∈Y (R(x, y) ∗B(y)).

As different from the standard request in fuzzy concept analysis of the exact
correspondence between a fuzzy set of objects and the relevant fuzzy set of at-
tributes and vice versa, we suggest to estimate the degree of this correspondence.
We define this degree as the measure of inclusion ↪→ on powersets LX and LY

induced by the residuum of the quantale L: A ↪→ A′ =
∧

x∈X(A(x) 7→ A′(x)) for
A,A′ ∈ LX and B ↪→ B′ =

∧
y∈Y (B(y) 7→ B′(y)) for B,B′ ∈ LY . In the result

we get operators D1
ob,D

2
ob,D

3
ob,D

4
ob : LX × LY → L defined respectively by

D1
ob(A,B) = A� ↪→ B, D2

ob(A,B) = B ↪→ A�, D3
ob(A,B) = A ↪→ B�,

D4
ob(A,B) = B� ↪→ A. Now, the graded fuzzy object oriented fuzzy lattice

of the fuzzy context (X,Y,R,L) is defined as the tuple(
(P, X, Y,R, L),Z,Y,D1

ob,D
2
ob,D

3
ob,D

4
ob

)
.

In the talk we plan to expose some properties of graded fuzzy object-oriented
concept lattices, illustrate them by examples and discuss possible application of
graded fuzzy concept lattices in the research of some problems in practice.
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Most author-level metrics (citation indices) do not distinguish the time of
publication of the author’s paper, and they are based on a simple characterization
of each author by a decreasing n-tuple a = (a1, . . . , an), a1 ≥ · · · ≥ an, where
n is the number of published papers of author A (in the considered database),
and ai denotes the number of citations received by the i-th most cited paper.
This applies, among others, to the next indices: h-index of Hirch [4], g-index of
Egghe [2] and MAXPROD of Kosmulski [5].

All three recalled citation indices can be seen as particular integrals. In gen-
eral, each n-tuple a can be embedded into an infinite sequence (b1, b2, . . . , bn, bn+1, . . . )
such that bi = ai for i = 1, . . . , n, and bi = 0 if i > n. Denote the set of all such
infinite vectors as B, i.e., b ∈ B if and only if b is decreasing sequence of integers

converging to 0. Evidently, each b ∈ B can be seen as a function b : N → N0, 
where N is the set of all positive integers and N0 = N ∪ {0}.

Theorem 1. Let µ be a counting measure on N, i.e., µ(E) = card(E), E ⊆ N
and let the author A be characterized by vector a generating b ∈ B. Then:
(i) the Hirsch index H(a) = Suµ(b) =

n∨
i=1

(i ∧ ai);

(ii) the Egghe index G(a) = Suµ(
⌊√

b
⌋
) =

n∨
i=1

(i ∧
⌊√

ai
⌋
), where b·c is the floor

of a real number and
⌊√

b
⌋

= (
⌊√

b1
⌋
,
⌊√

b2
⌋
, . . . );

(iii) the Kosmulski index MAXPROD(a) = Shµ(b) =
n∨
i=1

(i · ai),
where Su and Sh is Sugeno and Shilkret integal, respectively.

For more details we recommend [1, 8].
In this contribution, we focus on some failure of this indices, namely a non-

balanced approach to scholars working for years in their field and to young
scholars. In short, they do not consider the time factor, and its performance
cannot be diminished with the running time. In such a way, a scholar with no
paper neither citations in last decades will preserve his/her (possibly high) h
(g, k)-index. Note that there were several attempts to introduce time-dependent
(generalization of) h-index. For example, Mannella and Rossi [7] have proposed
to consider AA constant (Academic Age) for each considered scholar and then
they have proposed and discussed the index h/

√
AA. Egghe [3], based on the

Lotka’s law [6] describing the frequency distribution of scientific productivity,
has proposed and discussed the dynamic h-index.
We will follow another approach, surprisingly not yet exploited (up to our best
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knowledge) in describing time-dependent author’s performance. We will apply
our approach not only to the standard h-index, but also to some other cita-
tion indices. In some database (WoS, SCOPUS, Google Scholar), each paper
of a considered author A is characterized not only by the number of its cita-
tions (enabling to characterize the global performance of the author A by a
vector a, or, equivalently, by a vector b ∈ B derived from a), but also by the
proper citation information of that paper, including, among others, the date
of publication. Then the author A is characterized by a couple (a,y) of n-ary
vectors, a ∈ Nn0 (and a1 ≥ · · · ≥ an), and y = (y1, . . . , yn) ∈ Nn, where yi
is the year age of the i-th paper possessing ai citations. Then the related c
from [0,∞]N, c = (c1, c2, . . . ) is given as the i-th largest value of the sample(
a1
y1
, . . . , anyn

)
denoted by ci, i = 1, . . . , n, and ci = 0 if i > n. Then dynamic

time-dependent author-level metrics (citation indices) hT , gT and kT are given
by hT = Suµ(c), gT = Suµ(

√
c) and kT = Shµ(c). We introduce and exemplify

also new time-dependent indices hT , gT , kT and hTT , g
T
T , k

T
T .
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Being encouraged by the introduction of the spherical fuzzy sets (SFS in
the sequel) [1], we wonder to what extent a ranking of alternatives would vary if
either triangular fuzzy sets (TFSs) are considered to deal with a MCDM problem
or the most recent extensions of fuzzy sets (such as SFSs) are used with that aim.
In this regard, this short communication addresses that question by comparing
both the SFS and the TFS versions of the TOPSIS approach to rank a set of
alternatives regarding a matter of planetary defense.

Specifically, we illustrate that comparison between rankings by means of a set
of alternatives consisting of five deflection technologies for Near Earth Objects
(NEAs hereafter), that are asteroids whose orbital trajectories may potentially
cross the Earth’s orbit. Since they are able to closely approach the Earth’s orbit,
small perturbations regarding their orbits may place them on a collision path
to the Earth’s. As such, to perform an exhaustive tracking of these asteroids is
highly recommended by the scientific community.

In this paper we assess a set consisting of four NEA deflection technologies,
namely, Kinetic Impactor (A1), Ion-Beam Deflection (A2), Enhanced Gravity
Tractor (A3), and Laser Ablation (A4) with respect to the criteria build time
(C1), duration of the active deflection (C2), asteroid rotation (C3), asteroid
composition (C4), asteroid structure (C5), asteroid shape (C6), Technological
Readiness Level (C7), and mission risk (C8).

In [2] and [3], two assessments regarding such deflection technologies were
carried out with respect to the aforementioned set of criteria by means of both
the TFN and SFS versions of the AHP approach, respectively. Next, we highlight
the main results that were provided by such a comparative analysis involving
these fuzzy approaches. First, in [2], the following order of preference for our set
of criteria was obtained through the TFS version of the AHP: C1 > C2 > C7 >
C4 > C5 > C8 > C6 > C3. On the other hand, in [3], it was provided the next
order of preference for that set of criteria after applying the SFS version of the
AHP: C1 > C2 > C8 > C4 > C7 > C5 > C3 > C6.

Thus, the criteria C7 (Level of maturity) and C4 (Asteroid composition) did
interchange their relative level of importance from one fuzzy version of the AHP
to the other. Specifically, C4 appeared as being more important than C7 when
applying the SFS AHP. It is also worth mentioning that the attribute C8 (mission
risk) was assigned a greater level of importance by the SFS AHP than by the
TFS AHP.
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Next we compare the rankings of the alternatives that were provided by both
the SFS and the TFS versions of the TOPSIS procedure. The TFS TOPSIS
provided the following order of preference for the four deflection technologies:
A1 > A2 > A3 > A4, whereas the SFS TOPSIS threw the next ranking for
such alternatives: A1 > A2 > A4 > A3. It is worth pointing out that the alter-
native A1 (Kinetic Impactor) appears consolidated as the best choice for active
NEA deflection purposes according to both the SFS and the TFS TOPSIS proce-
dures. However, we observed that the positions of the alternatives A3 (Enhanced
Gravity Tractor) and A4 (Laser Ablation) were interchanged when applying the
SFS TOPSIS to assess the alternatives instead of the TFS version of that ap-
proach. This could be due to the fact that the SFS TOPSIS assigned a greater
importance to the criterion C4 (Asteroid composition) to the detriment of C7

(Technological Readiness Level).
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Fuzzy Rule-Based Classification Systems (FRBCS’s) [1] is a technique applied
to deal with classification problems, which has been applied to diverse problems,
e.g., big data, image segmentation, health and others. The Fuzzy Reasoning
Method (FRM) used by FRBCSs is composed by four steps. One of them is the
aggregation one, where the information of the system’s fired rules is aggregated
per class. For this step, the FRM normally uses an aggregation function, and, by
doing so, the system will have a different final performance whenever we change
the used function. The work proposed by Barrenechea et al. [1] introduced a new
FRM that accounts the usage of all given information by the fired fuzzy rules
when classifying a new instance. To do so, they have considered the Choquet
integral [2]. Moreover, they introduced a fuzzy measure that is adapted for each
class of the problem. Lucca et al. [3] introduced the concept of pre-aggregation
functions, using as example a generalization of the Choquet integral replacing the
product operation by different t-norms. This generalization, called CT -integral,
was applied in the FRM to cope with classification problems and elevated the
system quality. After that, also considering the Choquet integral as basis, differ-
ent generalizations where provided and applied. We highlight the CC-integral [4],
CF -integral [5], CF1F2-integrals [5] and gCF1F2-integrals [5]. Additionally, those
generalizations were also applied in multi-criteria decision making problems [6]
and image processing [5, 7]. On the other hand, the Sugeno integral [8] is an-
other fuzzy integral which has been applied to diverse problems in the literature.
More recently it was applied to a Motor-Imagery Brain-Computer Interface [9],
where it obtained good results when compared to the standard Choquet integral.
Having in consideration that the Choquet integral was used as base to different
generalizations and the good results that the Sugeno integral achieved in recent
applications, in this work we analyze if the usage of the Sugeno integral as aggre-
gation base in the FRM is able to produce a system with competitive results. To
do so, we apply and analyze this new base function in the FRM of a state-of-art
classifier and provided an analysis over 33 distinct datasets from the literature.
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In the experimental results we have compared our approach against classical
FRMs using the maximum and the Choquet integral and the ones composed by
the generalizations of the Choquet integral. The results demonstrated that the
Sugeno integral is able to provide superior results in many different datasets and
also that this method is statistically equivalent to the compared ones.
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